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Abstract. Different kinds of controlled natural language (CNL) have been proposed as a front-end for Semantic Web systems,
in order to make them more accessible to users with no background in formal notations and methods. This paper investigates
whether OWL statements in CNL are indeed easier to understand than in other notations. To this aim, an experiment with
64 participants was conducted that compares a controlled natural language to a classical OWL notation. Concretely, Attempto
Controlled English was compared to a simplified version of the Manchester OWL Syntax. For a reliable and tool-independent
evaluation of understandability, the experiment is based on a novel evaluation framework making use of simple and intuitive
diagrams. The results show that CNL is easier to understand, needs less learning time, and is more accepted by its users.
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1. Introduction

Different controlled natural languages (CNL) have
been proposed for the area of knowledge representa-
tion, and specifically for the Semantic Web, in order to
overcome the problem that common formal languages
are often hard to understand for people unfamiliar with
formal notations [24,22]. It has often been taken for
granted that CNL is easier to understand, but so far
there is no solid evidence for this. Here, an experiment
is presented that was designed and performed to test
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this claim. Apart from that, the goal is to get measures
for the learning time needed and the user acceptance.

This paper is an extended and revised version of a
workshop paper [16], with a slight shift of focus: here,
the focus is more on the actual experiment and less on
the evaluation framework. For more information on the
evaluation framework, the paper cited above should be
consulted.

In what follows, the background on controlled natu-
ral language in the area of the Semantic Web is given
in Section 2, related approaches on evaluating CNL are
discussed in Section 3, the approach of this work is in-
troduced in Section 4, the design of the experiment is
described in Section 5, the results thereof are discussed
in Section 6, and finally the conclusions are drawn in
Section 7.
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2. Background

Controlled natural languages [29,20] are artificially
defined subsets of natural languages with restricted
vocabulary, syntax or semantics. The goal is to cre-
ate languages that look natural but without the ambi-
guity and complexity of full natural language. Some
CNLs (those that are relevant for this paper) are com-
pletely formal and can be automatically mapped to
logic. Examples of such languages include ACE [7],
CELT [19], CLCE [26], CLP [4], Formalized-English
[18] and PENG [25].

Several controlled natural languages have been
specifically designed for the ontology language OWL
to be used in the context of the Semantic Web. Rab-
bit [11] is one of them, designed to enhance communi-
cation between domain experts and ontology engineers
in order to create ontologies for specific domains. The
Sydney OWL Syntax [5] is another example, based on
the language PENG. It provides a bidirectional map-
ping to OWL, so that statements in the Sydney OWL
Syntax can be translated into OWL expressions and
vice versa. CLOnE (Controlled Language for Ontol-
ogy Editing) [27,9] is a very simple language defined
by only eleven sentence patterns which roughly corre-
spond to eleven OWL axiom patterns. Due to its sim-
ple design, only a small subset of OWL is covered.
Lite Natural Language [1] is a fourth example, which
maps to DL-Lite, a logical formalism optimized for
good computational properties and which is equiva-
lent to a subset of OWL. Metalog Pseudo Natural Lan-
guage [17] is yet another example, building upon RDF
and Prolog. The language Attempto Controlled En-
glish (ACE) has a more general focus and is more ex-
pressive than OWL, but a mapping to OWL has been
defined for a subset of it [13]. Schwitter et al. [22]
show a comparison of three controlled languages in
the area of the Semantic Web (Sydney OWL Syntax,
Rabbit, and ACE).

All these languages are designed to make the in-
teraction with formal ontological statements (e.g. in
OWL) easier and faster for users unfamiliar with for-
mal methods and notations. It is not as obvious as it
seems at first sight, however, that CNLs are indeed eas-
ier to understand than other notations. As a concrete
example, is “every article is a publication” easier to un-
derstand than “article SubTypeOf publication”? How
can we be sure about this? Rigorous user studies are
required to test such claims.

3. Related Work

Existing approaches to evaluate CNLs can be subdi-
vided into two categories: task-based and paraphrase-
based approaches.

In task-based experiments, as presented by Bern-
stein and Kaufmann [2] and Funk et al. [9,8], partic-
ipants receive tasks to add certain knowledge to the
knowledge base using a tool that is based on a CNL.
Such experiments test the ability of users to write CNL
statements or test a certain system as a whole. The
capacity of users to write statements, however, does
not directly imply that they understand them. Another
problem is that it is hard to determine how much the
CNL contributes to the general usability and under-
standability, and how much is due to other aspects of
the tool. It is also hard to compare CNLs to other for-
mal languages, because different languages often re-
quire different tools.

Paraphrase-based approaches are a way how CNLs
can be tested in a tool-independent manner. In con-
trast to task-based approaches, they aim at evaluating
the comprehensibility of a CNL rather than the us-
ability of tools based on CNL. Examples of such ex-
periments are described by Hart et al. [11] and Hal-
lett et al. [10]. In paraphrase-based experiments, par-
ticipants are given CNL statements and they have to
choose from a number of paraphrases in natural lan-
guage, only one of which is correct. Such experiments
have the advantage that they do not depend on a par-
ticular tool, but there are other problems. Since natural
language is inherently vague and ambiguous, it has to
be ensured somehow that the participants understand
the natural language paraphrases in the way they are
intended, which just takes the same problem to the next
level. It is hard to determine whether understanding
is necessary to fulfill the task. The participants might
do the right thing without understanding the sentences
(e.g. just by following some syntactic patterns), or by
misunderstanding both — statement and paraphrase —
in the same way.

Thus, it is difficult to get reliable results concerning
understandability of languages with either of the exist-
ing approaches.

4. Approach

In order to overcome the problems of existing ap-
proaches identified above, a novel, diagram-based ap-
proach is applied to test and compare the understand-
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Fig. 1. This is an example of an ontograph. The legend to the right
defines the types and relations. The mini world to the left shows the
actual individuals with their actual types and relation.

ability of different languages. This approach is based
on the ontograph framework [16,15], relying on a
very simple and intuitive graphical notation called on-
tographs. The basic idea is to describe simple situa-
tions in graphical diagrams, so that these situation de-
scriptions can be used in human subject experiments
as a common basis to test the understandability of dif-
ferent formal languages.

Figure 1 shows an example of an ontograph dia-
gram. It consists of a legend that introduces types and
relations and of a mini world that describes the actual
individuals, their types, and their relations. The legend
shown to the right introduces types (e.g. “officer” and
“present”) and relations (e.g. “helps”) by linking their
name to their graphical representation. The mini world
shown to the left describes actual situations consisting
of individuals with their types and relations.

The ontograph notation has some important charac-
teristic properties. First of all, it does not allow for ex-
pressing incomplete knowledge. Nothing can be left
unspecified: every statement about the mini world is
either necessarily true or necessarily false. Another im-
portant property is the lack of generalization capabili-
ties: there is no support for any kind of quantification.
Every individual and every relation instance has to be
represented individually.

Ontograph diagrams can be used in experiments as
a neutral and simple language for comparison. In or-
der to test the understandability of a language, an onto-
graph and several statements (written in the language
to be tested) can be shown to the participants of an ex-
periment, who have to decide which of the statements

are true and which are false with respect to the situa-
tion depicted by the ontograph.

In contrast to other approaches, good performance
of the participants of an experiment implies under-
standing, at least in a certain model-theoretic sense of
the word. Ontographs can be considered a language to
describe first-order models: the individuals shown in
the mini world represent the domain elements; their
icons represent the interpretation of the unary predi-
cates; and the arrows represent the interpretation of the
binary predicates. The statements shown to the partici-
pants of an experiment correspond to simple first-order
theories (or theories in any other kind of logic based
on model theory). From this point of view, the task
of the participants is to decide whether or not certain
theories have the shown ontograph as a model. Now,
all semantic properties of first-order theories (consis-
tency, entailment, equivalence, etc.) are solely defined
on their models, and these definitions are very sim-
ple when the mapping between theories and models
is taken for granted. For example, two statements are
equivalent if and only if they have exactly the same
models. It is thus sensible to say that an agent — com-
puter program or human — understands a certain logic
language if the agent is able to correctly map theories
to models.1 So, participants performing well in onto-
graph experiments (systematically, not by mere luck)
prove that they understand the core aspect of the lan-
guage, i.e. the mapping to models.

5. Experiment Design

The experiment to be presented compares the under-
standability of OWL statements in a common notation
with their representations in a controlled natural lan-
guage. The experiment was performed on 64 partici-
pants.

5.1. Languages

The most important design decision for the exper-
iment is the choice of the languages to be compared
against each other. On the CNL side, ACE has been
chosen because it is a very mature CNL and has a
clearly defined mapping to OWL. The Manchester
OWL Syntax, a usability-oriented syntax of OWL, has
been chosen as the second language. It “was developed

1Based on the same idea, Bos [3] suggests to use “Textual Model
Checking” as a way to evaluate NLP systems.
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in response to a demand from a wide range of users,
who do not have a Description Logic background, for a
‘less logician like’ syntax” and its inventors claim that
“it is quick and easy to read and write” [12]. Thus, it
seems to be an appropriate language for such an under-
standability experiment.

However, the Manchester OWL Syntax requires the
statements to be grouped by their main ontological en-
tity (the one in subject position). This is a reasonable
approach for the definition of complete ontologies, but
it makes it impossible to state short and independent
statements that could be used for a direct comparison
to ACE in an experimental setting. For this reason, a
simplified version of the Manchester OWL Syntax has
been defined specifically for this experiment. The re-
sulting language, to be called “Manchester-like lan-
guage” or “MLL”, uses the same or very similar key-
words but enables short and independent statements.

Table 1 shows the simple grammar of MLL used in
the experiment. Furthermore, the table shows how four
different subsets are defined, each of which was tested
independently in a separate series (see below).

MLL adopts the color codes of the Manchester
OWL Syntax for improved readability. Turquoise is
used for the boolean operators on types and for the in-
verse operator on relations. More complex operators
used for type restrictions involving relations are dis-
played in magenta.

5.2. Learning Time

Obviously, the understanding of a language highly
depends on the amount of time spent for learning the
language. This means that one has to define a certain
time frame when evaluating the understandability of
languages. Some languages might be the best choice if
there is only little learning time; other languages might
be less understandable in this situation but are more
suitable in the long run.

So far, little is known about how the understandabil-
ity of CNLs compares to the understandability of com-
mon formal languages. CNLs are typically designed
to be understandable with no learning at all. Since
this does not hold for other formal languages like the
Manchester OWL Syntax, it would not be appropriate
to compare ACE to such a language in a zero learning
time scenario.

For this reason, learning times of about 20 minutes
have been chosen. This seems to be a reasonable first
step away from the zero learning time scenario. The ef-

Table 1
This table shows the grammar rules of MLL (in Backus-Naur style)
and the subsets thereof used for the individual series. Each series
uses exactly seven out of the 22 grammar rules.

Series
1 2 3 4

S ::= I HasType T × × ×
I R I ×
I not R I ×
T SubTypeOf T × × ×
R SubRelationOf R ×
T EquivalentTo T ×
R EquivalentTo R ×
T DisjointWith T ×
R DisjointWith R ×
R HasDomain T ×
R HasRange T ×
R IsSymmetric ×
R IsAsymmetric ×
R IsTransitive ×

T ::= not T × ×
T or T × ×
T and T ×
R some T ×
R only T ×
R min N T ×
R max N T ×

R ::= inverse R ×

fect of longer learning times remains open to be stud-
ied in the future.

5.3. Ontographs and Statements

Four series of ontographs were created that cover
certain types of statements. The first series only con-
tains individuals and types, but no relations. The fol-
lowing example shows such a statement in ACE and
its equivalent in MLL:

ACE: Mary is an officer or is a golfer.
MLL: Mary HasType officer or golfer

The statements of the second series contain relations
with different kinds of simple universal quantifica-
tions, for example:

ACE: Every woman buys a picture.
MLL: woman SubTypeOf buys some picture

The third series contains domain, range, and number
restrictions:

ACE: Every officer buys at least 2 presents.
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MLL: officer SubTypeOf buys min 2 present

The fourth series consists in essence only of relations:

ACE: If X helps Y then Y admires X.
MLL: helps SubRelationOf inverse admires

For each of the four series, three ontographs were
created. For each ontograph, twenty statement pairs
were defined in a way that each pair consists of an ACE
statement and a semantically equivalent MLL state-
ment. Some of the statement pairs are true with respect
to their ontograph and the others are false.

The concrete statements were built according to
forty statement patterns, covering a very large part of
the expressiveness of OWL. Table 2 shows these state-
ment patterns and how they are distributed to the four
series. Each pattern has an identifier like 1/2, where
the first number denotes the series and the second
one numbers patterns within each series. The concrete
statements together with their ontograph diagrams are
available in the author’s doctoral thesis [15] and on-
line2.

5.4. Participants

Another important design decision is the choice of
the participants. For this experiment, students of dif-
ferent fields of study have been chosen as participants.
Apart from the fact that students are usually flexible
and close to the research facilities of the university,
there are more reasons why students are a good choice
in this particular case. Students are used to think sys-
tematically and logically but they are usually not fa-
miliar with formal logical notations (unless this lies
in their field of study). In this way, they resemble do-
main experts who have to formalize their knowledge
and who should profit from languages like ACE.

The requirements for the participants were defined
as follows: They had to be students or graduates with
no higher education in computer science or logic. Fur-
thermore, at least intermediate level skills in written
German and English were required, because the exper-
iment itself was explained and performed in German,
and English was needed to understand the ACE sen-
tences.

64 students were recruited who fulfill these require-
ments. They were on average 22 years old and 42%
of them were female and 58% were male. These stu-

2http://attempto.ifi.uzh.ch/site/docs/
ontograph/

dents exhibited a broad variety of fields of study:3 40%
studied applied sciences (mostly engineering, busi-
ness, pharmaceutics and law), 27% natural sciences
(mostly biology and physics), 19% social sciences
(mostly economy and psychology), 11% humanities
(mostly languages), and 3% mathematics (with no fo-
cus on logic).

In order to enable a good comparison between the
two languages, each participant was tested on ACE and
on MLL. However, since participants cannot be ex-
pected to concentrate for much longer than one hour,
only one of the four ontograph series could be tested
per participant.

In order to rule out learning effects, half of the par-
ticipants received the ACE task first and then the MLL
task while the other half received the tasks in the re-
verse way.

5.5. Procedure

The experiment was conducted in a computer room
with a computer for each participant. The main part of
the experiment was performed on the computer screen.
Additionally, the participants received different printed
sheets during the experiment. The overall procedure
consisted of six stages:

1. Instructions with control questions
2. Learning phase 1
3. Testing phase 1
4. Learning phase 2
5. Testing phase 2
6. Questionnaire

For the instruction phase, the participants received a
printed instruction sheet that explained the experiment
procedure, the payout, and the ontograph notation. The
reverse side of the instruction sheet contained control
questions for the participants to answer, which allowed
us to check whether the participants understood the in-
structions.

For the first learning phase, the participants received
a language description sheet of the first language (ei-
ther ACE or MLL). This sheet only explained the sub-
set of the language that is used for the respective se-
ries. For this reason, each series had its own instruction
sheets for both languages. During the learning phase,
an ontograph was shown on the screen together with
ten true statements marked as “true” and ten false state-

3The following numbers are the results of rough calculations,
since not all fields of study can be clearly categorized.
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Table 2
This table shows the statement patterns for ACE and MLL used for
the experiment. They are divided into four series. The placehold-
ers 〈I〉 stand for individuals (i.e. proper names), 〈T 〉 for types (i.e.
nouns), and 〈R〉 for relations (i.e. verbs)

PATTERN ACE MLL

1/1 〈I〉 is a 〈T 〉. 〈I〉 HasType 〈T 〉
1/2 〈I〉 is not a 〈T 〉. 〈I〉 HasType not 〈T 〉
1/3 〈I〉 is a 〈T1〉 or is a 〈T2〉. 〈I〉 HasType 〈T1〉 or 〈T2〉
1/4 〈I〉 is a 〈T1〉 and is a 〈T2〉. 〈I〉 HasType 〈T1〉 and 〈T2〉
1/5 Every 〈T1〉 is a 〈T2〉. 〈T1〉 SubTypeOf 〈T2〉
1/6 No 〈T1〉 is a 〈T2〉. 〈T1〉 DisjointWith 〈T2〉
1/7 Every 〈T1〉 is a 〈T2〉 and every 〈T2〉 is a 〈T1〉. 〈T1〉 EquivalentTo 〈T2〉
1/8 Every 〈T1〉 who is not a 〈T2〉 is a 〈T3〉. 〈T1〉 and (not 〈T2〉) SubTypeOf 〈T3〉
1/9 Every 〈T1〉 is a 〈T2〉 or is a 〈T3〉. 〈T1〉 SubTypeOf 〈T2〉 or 〈T3〉
1/10 Nobody who is a 〈T1〉 or who is a 〈T2〉 is a 〈T3〉 and is a 〈T4〉. 〈T1〉 or 〈T2〉 SubTypeOf not (〈T3〉 and 〈T4〉)
2/1 〈I1〉 〈R〉 〈I2〉. 〈I1〉 〈R〉 〈I2〉
2/2 〈I1〉 does not 〈R〉 〈I2〉. 〈I1〉 not 〈R〉 〈I2〉
2/3 〈I〉 〈R〉 a 〈T 〉. 〈I〉 HasType 〈R〉 some 〈T 〉
2/4 〈I〉 〈R〉 no 〈T 〉. 〈I〉 HasType not (〈R〉 some 〈T 〉)
2/5 〈I〉 〈R〉 something that is not a 〈T 〉. 〈I〉 HasType 〈R〉 some (not 〈T 〉)
2/6 〈I〉 〈R〉 nothing but 〈T 〉. 〈I〉 HasType 〈R〉 only 〈T 〉
2/7 Every 〈T1〉 〈R〉 a 〈T2〉. 〈T1〉 SubTypeOf 〈R〉 some 〈T2〉
2/8 Everything that 〈R〉 a 〈T1〉 is a 〈T2〉. 〈R〉 some 〈T1〉 SubTypeOf 〈T2〉
2/9 Every 〈T1〉 〈R〉 nothing but 〈T2〉. 〈T1〉 SubTypeOf 〈R〉 only 〈T2〉
2/10 Everything that 〈R〉 nothing but 〈T1〉 is a 〈T2〉. 〈R〉 only 〈T1〉 SubTypeOf 〈T2〉
3/1 Everything that 〈R〉 something is a 〈T 〉. 〈R〉 HasDomain 〈T 〉
3/2 Everything that is 〈R〉 by something is a 〈T 〉. 〈R〉 HasRange 〈T 〉
3/3 Everything that 〈R〉 something is a 〈T1〉 or is a 〈T2〉. 〈R〉 HasDomain 〈T1〉 or 〈T2〉
3/4 Everything that is 〈R〉 by something is a 〈T1〉 or is a 〈T2〉. 〈R〉 HasRange 〈T1〉 or 〈T2〉
3/5 〈I〉 〈R〉 at least 2 〈T 〉. 〈I〉 HasType 〈R〉 min 2 〈T 〉
3/6 〈I〉 〈R〉 at most 1 〈T 〉. 〈I〉 HasType 〈R〉 max 1 〈T 〉
3/7 Every 〈T1〉 〈R〉 at least 2 〈T2〉. 〈T1〉 SubTypeOf 〈R〉 min 2 〈T2〉
3/8 Everything that 〈R〉 at least 2 〈T1〉 is a 〈T2〉. 〈R〉 min 2 〈T1〉 SubTypeOf 〈T2〉
3/9 Every 〈T1〉 〈R〉 at most 1 〈T2〉. 〈T1〉 SubTypeOf 〈R〉 max 1 〈T2〉
3/10 Everything that is a 〈T1〉 or that is a 〈T2〉 〈R〉 at most 1 〈T3〉. 〈T1〉 or 〈T2〉 SubTypeOf 〈R〉 max 1 〈T3〉
4/1 If X 〈R〉 Y then Y 〈R〉 X. 〈R〉 IsSymmetric
4/2 If X 〈R〉 Y then Y does not 〈R〉 X. 〈R〉 IsAsymmetric
4/3 If X 〈R〉 somebody who 〈R〉 Y then X 〈R〉 Y. 〈R〉 IsTransitive
4/4 If X 〈R1〉 Y then X 〈R2〉 Y. 〈R1〉 SubRelationOf 〈R2〉
4/5 If X 〈R1〉 Y then X 〈R2〉 Y. 〈R1〉 SubRelationOf 〈R2〉
4/6 If X 〈R1〉 Y then Y 〈R2〉 X. 〈R1〉 SubRelationOf inverse 〈R2〉
4/7 If X 〈R1〉 Y then X does not 〈R2〉 Y. 〈R1〉 DisjointWith 〈R2〉
4/8 If X 〈R1〉 Y then Y does not 〈R2〉 X. 〈R1〉 DisjointWith inverse 〈R2〉
4/9 If X 〈R1〉 Y then X 〈R2〉 Y. If X 〈R2〉 Y then X 〈R1〉 Y. 〈R1〉 EquivalentTo 〈R2〉
4/10 If X 〈R1〉 Y then Y 〈R2〉 X. If Y 〈R2〉 X then X 〈R1〉 Y. 〈R1〉 EquivalentTo inverse 〈R2〉
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Fig. 2. This is the screen shown during the learning phase of the experiment (for the language ACE).

ments marked as “false” in the respective language.
Figure 2 shows a screenshot of the experiment screen
during the learning phase.

During the testing phase, a different ontograph was
shown on the screen. Furthermore, ten statements in
the respective language were shown together with ra-
dio buttons that let the participants choose between
“true”, “false” and “don’t know” (they could keep the
language description sheet that they got for the learn-
ing phase). Figure 3 shows how the screen of the test-
ing phase looked like.

For the steps 4 and 5, the procedure of the steps 2
and 3 was repeated for the second language (i.e. ACE
if the first language was MLL and vice versa) with the
same ontograph for the learning phase but a new one
for the testing.

Finally, the participants received a questionnaire
form inquiring about their background and their expe-
riences during the experiment.

The learning phases had a time limit of 16 minutes
each, and the time limit for the testing phases was 6
minutes. The participants were forced to proceed when
the time limit ran out but they could proceed earlier.
In this way, it can not only be investigated how under-
standable the languages are but also how much time
the participants needed to learn them.

5.6. Language Description Sheets

The proper design of the language description sheets
is crucial for this experiment. If the participants per-
form better in one language than in the other, it might
be that the respective language was merely described
better than the other. Thus, the language description
sheets have to be written very carefully to be sure that
they are not misunderstood and are optimal for learn-
ing the respective language under the given time re-
strictions. Especially the description sheets for MLL
are critical. In contrast to ACE, MLL is not designed to
be understood without training. For this reason, a spe-
cial effort was made to ensure the quality of the MLL
description sheets, involving several steps.

First of all, the four series were designed in a way
that at most seven MLL keywords are used per se-
ries. Since each series has its own language description
sheets, not more than seven keywords are described on
each sheet.

In a second step, the different MLL description
sheets were given to three persons, who comply with
the restrictions of the experiment but who did not par-
ticipate in it. These three persons gave feedback about
what they did not understand and what could be im-
proved.
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Fig. 3. This is the screen shown during the testing phase of the experiment (for the language ACE).

As a third step, the test run with nine participants
(see below) was used to receive more feedback about
the understandability and usefulness of the language
description sheets. After the test run, the participants
were told to highlight everything that was difficult to
understand. Only very few things were highlighted and
only a couple of small changes had to be made for the
main experiment. Altogether, the language description
sheets were compiled very carefully.

5.7. Payout

In order to be able to recruit a large number of par-
ticipants, it was necessary to financially compensate
them. The experiment was designed to last approxi-
mately one hour: 22 minutes for each of the two tasks
plus some additional time for reading the instructions,
for answering the control questions, and for filling out
the questionnaire. The participants received a fixed
amount of 20 Swiss francs as their minimal reward.

In order to provide incentives for good perfor-
mance, the participants additionally received a vari-
able amount of money depending on the number of
statements they managed to classify correctly. Every
correct classification was worth 0.60 Swiss francs. Ev-
ery “don’t know” answer and statements for which

the time limit ran out gave 0.30 Swiss francs. Thus,
the participants could earn between 20 and 32 Swiss
francs, and they could get 26 Swiss francs for sure by
always choosing “don’t know”.

While there were monetary incentives for good clas-
sification scores, the time needed for the learning and
testing phases had no influence on the payout. The rea-
son for this was that quickly choosing “don’t know”
for all statements (or just guessing quickly and ran-
domly) would become a profitable strategy if short
time values gave high rewards. In order to prevent from
such behavior, no monetary incentives were given for
the amount of time needed. It was assumed that no ex-
plicit incentives are necessary for the participants to
continue with the procedure when they think that they
accomplished the task as good as they could (and this
was indeed the case, as the results will show).

5.8. Test Run

In order to test the design of the experiment, a test
run was performed before the main experiment with
nine participants. They could spend up to 20 minutes
for each learning phase and up to 10 minutes for each
testing phase.
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The participants performed very well. On average,
they classified 8.92 out of 10 statements correctly. This
is an indication that the experiment in general worked
out well. ACE was understood slightly better (0.28
points). Interestingly, four of the nine participants had
a perfect score of 10 for both languages. On the one
hand, this is good because it shows that the task was
feasible and that the instructions were clear. On the
other hand, it is bad because it does not return any in-
dication which of the languages was better. For this
reason, the task was made slightly harder for the main
experiment. This should reduce the number of perfect
scores and thus give better indication on which lan-
guage is better.

The easiest and cleanest way to make the task harder
was to reduce the time limits. The maximum learning
time was reduced from 20 to 16 minutes and the max-
imum testing time from 10 to 6 minutes.

6. Results

The results of the experiment allow for comparing
ACE and MLL on the basis of the classification results,
the time required by the participants, and the answers
they gave in the questionnaire.

6.1. Classification Scores

Figure 4 shows the average percentages of correct
classifications per testing phase. “Don’t know” an-
swers and the cases where the time limit ran out are
counted as 0.5 correct classifications. 50% is the base-
line because an average of five correct classifications
out of ten can be achieved by mere guessing (or by
always choosing “don’t know” or by letting the time
limit run out).
91.4% of the statements were classified correctly

in the case of ACE and 86.3% in the case of MLL.
Thus, out of the ten statements of a testing phase, ACE
was on average 0.5 points better than MLL. This is
a considerable and statistically significant difference
(the details of the used statistical test to compare the
two samples are explained later on). One has to con-
sider that these values are already close to the ceiling in
the form of the perfect score of 10, which might have
reduced the actual effect.

The results of the participants who received ACE
first and then MLL can now be compared with the ones
who received MLL first. As expected, both languages
were understood better when they were the second lan-

91.4%ACE
? Overall

86.3%MLL

90.8%ACE
ACE first

87.8%MLL

92.0%ACE
? MLL first

84.7%MLL

93.4%ACE
Series 1

92.2%MLL

95.3%ACE
? Series 2

81.3%MLL

91.9%ACE
Series 3

87.2%MLL

85.0%ACE
Series 4

84.4%MLL

50% 60% 70% 80% 90% 100%
percentage of correct classifications

Fig. 4. This chart shows the percentage of correct classifications.
Significant differences are marked with “?” (see Table 3 for details).

guage. This can be explained by the fact that the partic-
ipants were more familiar with the procedure, the task,
and the ontograph notation. However, even in the case
when ACE was the first language and MLL the second
one, ACE was understood better (but in this case not
within statistical significance).

Looking at the results from the perspective of the
different series, one can see that ACE was better in all
cases but only the series 2 and 3 exhibit a clear domi-
nance of ACE (and this dominance is significant only
for series 2). According to these results, one could say
that languages like MLL are equally easy to under-
stand for very simple statements as the ones in series
1 and for statements about relations as they appear in
series 4. In the case of series 1, the reason might be
that these statements are so simple that they can be
understood even in a rather complicated language. In
the case of series 4, the reason is probably that De-
scription Logic based languages like MLL can express
these statements without variables whereas ACE needs
variables, which are borderline cases in terms of natu-
ralness.

In summary, the results show that — while both lan-
guages are understood reasonably well — ACE is eas-
ier to understand than MLL.

6.2. Time

As a next step, we can look at the time values. For
simplicity reasons and since the learning process was
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13.72ACE
? Overall

18.42MLL

15.00ACE
? ACE first

17.33MLL

12.44ACE
? MLL first

19.15MLL

12.42ACE
? Series 1

15.74MLL

12.69ACE
? Series 2

18.08MLL

15.12ACE
? Series 3

21.06MLL

14.64ACE
? Series 4

18.81MLL

0 2 4 6 8 10 12 14 16 18 20 22
time in minutes for learning and testing phase

Fig. 5. This chart shows the average time needed for learning and
testing phase. Significant differences are marked with “?” (see Table
3 for details).

presumably not restricted to the learning phase but
continued during the testing phase, the time needed for
both phases together is here called learning time.

Figure 5 shows these learning times. The partici-
pants could spend at most 22 minutes: 16 minutes for
the learning phase and 6 minutes for the testing phase.
The results show that they needed much less time for
ACE than for MLL. In the case of ACE less than 14
minutes were needed, whereas in the case of MLL
the participants needed more than 18 minutes. Thus,
compared to ACE, MLL required 29% more time to
be learned (with a better degree of understanding for
ACE, as we have seen above).

Again, the group can be split into the participants
who received ACE first and those who received MLL
first. Doing so shows the expected effect: ACE and
MLL required less time as second language. However,
ACE required less time than MLL no matter if it was
the first language or the second.

Looking at the different series, we can see that this
effect spreads over all four of them. MLL required on
average 3 to 6 minutes more learning time than ACE.

The better time values of ACE compared to MLL
are statistically significant for the whole sample and
also for all presented subsamples.

Analyzing the time values for the two individual
phases (learning and testing) reveals that the learning
phase contributes much more to the observed differ-
ence than the testing phase: 96% of the time difference

2.59ACE
? Overall

1.92MLL

2.69ACE
? ACE first

1.97MLL

2.50ACE
? MLL first

1.88MLL

2.81ACE
? Series 1

2.31MLL

2.50ACE
? Series 2

1.75MLL

2.63ACE
? Series 3

1.56MLL

2.44ACE
Series 4

2.06MLL

0 1 2 3
questionnaire score for understandability

Fig. 6. This chart shows the average scores for perceived understand-
ability derived from the questionnaire. 0 means “very hard to under-
stand”, 1 means “hard to understand”, 2 means “easy to understand”,
and 3 means “very easy to understand”. Significant differences are
marked with “?” (see Table 3 for details).

originates from the learning phase, and only 4% from
the testing phase. The testing phase required about the
same amount of time for both languages.

6.3. Perceived Understandability

As a third dimension, we can look at the “perceived
understandability”. The questionnaire that the partic-
ipants filled out after the experiment contained two
questions asking how understandable they found ACE
and MLL, respectively. They could choose from four
options: “very hard to understand” (value 0), “hard to
understand” (1), “easy to understand” (2) and “very
easy to understand” (3). The perceived understandabil-
ity does not necessarily have to coincide with the ac-
tual understandability and can be a very valuable mea-
sure for the acceptance of a language and the confi-
dence of its users.

Figure 6 shows the scores for perceived understand-
ability. Overall, ACE got much better scores than
MLL. MLL was close but below “easy to understand”
scoring 1.92, whereas ACE was closer to “very easy to
understand” than to “easy to understand” scoring 2.59.

There is no obvious explanation for the fact that both
languages scored better when ACE was the first lan-
guage. It might just be a statistical artifact.



Tobias Kuhn / The Understandability of OWL Statements in Controlled English 11

For all four series, ACE received clearly better
scores. It is interesting that this also holds for the series
1 and 4 where ACE was not much better than MLL in
terms of actual understanding. Thus, even though the
actual understanding of these statements does not show
a clear difference, the acceptance and confidence of the
participants seem to be higher in the case of ACE.

6.4. Significance

Wilcoxon signed-rank tests [28] are applied for
checking the statistical significance of the observed
differences between ACE and MLL. Table 3 shows the
obtained p-values for the three dimensions (i.e. classi-
fication score, time, and questionnaire score). For the
complete sample, the values are well within the 95%
confidence level for all three dimensions (in fact, they
are even within the 99% level).4

6.5. Regression

In a next step, a regression analysis can be per-
formed to find out which factors were relevant for a
good understandability of the two languages. The data
set consists of the classification scores of the 128 test
phases (two test phases for each of the 64 participants).
Apart from the factors that originate from the experi-
ment design (i.e. the two different languages in differ-
ent order and the different ontograph series), it can be
speculated that the gender of the participants, their age,
and their English skills could have an influence on the
results.

Table 4 shows the result of the regression test.
sc_norm is the dependent variable and stands for the
classification score normalized to 5 (i.e. the normal-
ized score is obtained by subtracting 5 from the num-
ber of correctly classified statements). The normal-
ization has the effect that 0 stands for what can be
achieved, on average, without understanding.

There are eight independent variables: ace, first_
lang, series_2, series_3, series_4, female, age_above_
18 and very_good_engl. ace stands for the language
that is tested, with 0 meaning MLL and 1 meaning
ACE. first_lang is 1 if the language was the first lan-
guage, and 0 if it was the second one. series_2 is 1 if
the test was performed on series 2, and otherwise it is
0. In the same way, series_3 and series_4 represent se-
ries 3 and 4, respectively. Series 1 is encoded by set-

4Since all these tests were pre-planned and are very straight-
forward, no adjustments are applied to handle type I error inflation.

ting all these three variables to 0. female determines
the gender of the participant: 0 means male, 1 means
female. age_above_18 is an integer denoting the age
in years of the participant after subtracting 18 years.
very_good_engl, finally, stands for the degree of En-
glish understanding of the participants as they stated it
in the questionnaire. 0 means that the participant has
good English skills but not very good ones; 1 stands
for very good English skills.

Thus, the baseline of the regression (i.e. the case
where all independent variables are zero) is about test-
ing MLL as the second language using series 1 where
the participant is a 18 year old male person with good
(but not very good) English skills. This baseline situ-
ation is represented by the constant coefficient cons.
The value of the constant coefficient can be interpreted
as the average normalized score in the baseline situa-
tion. Thus, an 18 year old male person with good En-
glish skills who was tested on series 1 in MLL as the
second language scored on average 9.302 (“denormal-
ized” by adding 5 to 4.302) points out of 10. The values
of the other coefficients can be interpreted as the differ-
ence from the baseline when changing the respective
factor.

If ACE is tested instead of MLL (but everything else
is left unchanged) then the score was on average 0.52
points higher (which is in line with the result described
above). This effect is statistically significant.

The regression test confirms that performance for
second languages was better than for first ones. Being
the first language decreased the score on average by
0.22 points. However, this is not significantly different
from 0.

As expected, series 1 led to the best scores. Using
series 2, 3 or 4 decreased the score on average by 0.28
to 0.88 points compared to series 1, but this is again
not statistically significant.

The possible speculation that the gender of the par-
ticipants has an influence on their performance could
not be confirmed. Women on average performed better
than men, but not significantly.

A significant effect could be found, however, with
respect to the age of the participants. The age of 18
years was chosen as the baseline because this was the
minimal age encountered. The older the participants
were the worse they performed. Every year of addi-
tional age led to a significant decrease of the score by
on average 0.07 points.

Finally, we can look at the degree of English skills
of the participants. The participants were mostly native
German speakers. In order to ensure that they had suf-
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Table 3
This table shows the p-values of Wilcoxon signed-rank tests. The null hypothesis is that the given values are not different for ACE and for MLL.
This null hypothesis can be rejected in 16 of the 21 cases on a 95% confidence level and these cases are marked with “?”

classification score time questionnaire score

complete sample 0.003421 ? 1.493× 10−10 ? 3.240× 10−7 ?

ACE first 0.2140 0.006640 ? 7.343× 10−5 ?

MLL first 0.005893 ? 3.260× 10−9 ? 0.001850 ?

Series 1 0.5859 0.01309 ? 0.02148 ?

Series 2 0.003052 ? 0.002624 ? 0.02197 ?

Series 3 0.1250 9.155× 10−5 ? 0.0004883 ?

Series 4 0.6335 0.002686 ? 0.1855

Table 4
This table shows the result of the regression analysis with sc_norm being the dependent variable. To the left, a small descriptive analysis of the
data is shown. “?” indicates the coefficients of the regression analysis that are statistically significant on a 95% confidence level

descriptive regression

Avg. Range Coef. Std. Err. t P > |t|
sc_norm 3.883 −2 to 5

ace 0.500 0 or 1 0.516 0.180 2.86 0.006 ?

first_lang 0.500 0 or 1 −0.219 0.180 −1.22 0.229

series_2 0.250 0 or 1 −0.480 0.337 −1.42 0.159

series_3 0.250 0 or 1 −0.278 0.349 −0.80 0.429

series_4 0.250 0 or 1 −0.880 0.522 −1.69 0.097

female 0.422 0 or 1 0.141 0.298 0.47 0.637

age_above_18 4.109 0 to 28 −0.072 0.030 −2.44 0.018 ?

very_good_engl 0.391 0 or 1 0.203 0.297 0.68 0.496

cons 4.302 0.325 13.23 0.000 ?

ficient knowledge of English to understand the ACE
sentences, they were asked in the questionnaire about
their English skills. The four choices were “(almost)
no skills”, “only little skills”, “good skills” and “very
good skills”. The first two choices were only for con-
trol reasons because such people do not meet the re-
quirements of the experiment. Thus, the data set only
contains participants with good or very good English
skills. As one could expect, people with very good
skills performed better than those who had only good
skills, but not significantly.

6.6. Individual Statements

Finally, we can look at the individual statement pat-
terns and how they were classified by the participants.
Figure 7 visualizes these results. With the exception of
one ACE statement pattern and four MLL statement
patterns, the predominance of correct classifications
over wrong ones is statistically significant on a 95%
confidence level using simple binomial tests.

In the case of ACE, the statements of each pattern
were correctly classified by at least 69% of the partic-
ipants. In contrast, the statements of some MLL pat-
terns were correctly classified in only 50% of the cases.
While there is no pattern for which MLL scored more
than 2 points better than ACE, there are six patterns for
which ACE scored 3 or more points better than MLL.
It is interesting to have a closer look at these six state-
ment patterns: 1/3, 1/5, 2/5, 2/8, 3/8 and 4/9. Table 5
shows examples in ACE and MLL for these six pat-
terns to give an impression of the better understand-
ability of ACE.

The statements of 1/3 are simple statements using
“or” like “Mary is an officer or is a golfer”, which seems
to be easier to understand than the respective sentence
in MLL “Mary HasType officer or golfer”.

1/5 is a very interesting case: this pattern repre-
sents plain subtype statements. Such statements are
very simple and essential for the creation of ontolo-
gies. Many existing ontologies consist to a large ex-
tent of such statements. In MLL, they are represented
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Fig. 7. These two charts show the classification results for each statement pattern and for each of the two languages. The predominance of the
correct classifications over the incorrect ones is statistically significant for all patterns marked with “?”.

Table 5
This table shows the sentence patterns where ACE was clearly better understood than MLL

PATTERN ACE EXAMPLE MLL EXAMPLE

1/3 Mary is an officer or is a golfer. Mary HasType officer or golfer

1/5 Every golfer is a man. golfer SubTypeOf man

2/5 John buys something that is not a present. John HasType buys some (not present)

2/8 Everything that buys a present is a man. buys some present SubTypeOf man

3/8 Everything that inspects at least 2 letters is an officer. inspects min 2 letter SubTypeOf officer

4/9 If X loves Y then X helps Y. If X helps Y then X loves Y. loves EquivalentTo helps

in the form “golfer SubTypeOf man”. The results show
that the ACE version “every golfer is a man” is easier
to understand.

The biggest difference between ACE and MLL is
manifested by the statements of 2/5. While everyone
scored perfectly in the case of ACE, only half of the
participants were able to do so in the case of MLL.
These statements are relatively complex and are repre-
sented in ACE for example as “John buys something
that is not a present” and in MLL as “John HasType
buys some (not present)”. Arguably, the reason for
this difference is that the combination of the operators

“some” and “not” is hard to understand in the case of
MLL whereas it comes completely natural in the case
of ACE.

The statements of 2/8 and 3/8 are similar in the
sense that both are subtype statements with a complex
left hand side. In MLL, they are represented for ex-
ample by “buys some present SubTypeOf man” and
“inspects min 2 letter SubTypeOf officer”, which seems
to be hard to understand. The ACE versions of these
examples are “everything that buys a present is a man”
and “everything that inspects at least 2 letters is an of-
ficer”, respectively. Thus, the keyword “SubTypeOf” in
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general seems to be rather hard to understand, whereas
the natural quantifier “every” is understood very well.

4/9, finally, was also understood much better in the
case of ACE. The respective statements denote the
equivalence of two relations. This case is interesting
because the respective statements look very different
in ACE and in MLL. MLL expresses this with short
statements like “loves EquivalentTo helps”, whereas in
ACE the same statement is expressed in a much more
verbose manner: “If X loves Y then X helps Y. If X
helps Y then X loves Y.”. Even though the meaning of
“EquivalentTo” was clearly explained in the language
description sheets for MLL, the more verbose ACE
version was understood much better by the partici-
pants. Variables as ACE uses them (which are rather
rare in natural language) seem to be easier to under-
stand than the more abstract keywords of MLL that do
not depend on variables.

7. Conclusions

The results show that ACE is understood signifi-
cantly better than MLL, which is a simplified version
of the Manchester OWL Syntax. Furthermore, ACE re-
quired much less time to be learned and was perceived
as more understandable by the participants. These re-
sults suggest that CNLs should be used instead of lan-
guages like the Manchester OWL Syntax, at least in
situations where users have to deal with knowledge
representations after little or no training, or if they are
unfamiliar with formal notations.

Certain patterns could be identified, for which the
positive effect of controlled natural language com-
pared to classical ontology languages seems to be par-
ticularly strong. Interestingly, plain subtype statements
belong to this category.

What remains open to be studied are the shapes
of the learning curves for both types of languages. It
could be that common logic notations catch up or get
ahead of CNL in terms of understandability when peo-
ple have learned and used them over longer periods
of time. However, considering that statements in lan-
guages like ACE are about as concise as statements in
notations like MLL, and above all that the natural lan-
guage structures that make up a CNL have been shaped
by the evolution of man over countless generations,
this all makes it seem unlikely that artificial language
structures at some point become easier to understand
for human beings than natural ones.

Of course, controlled natural languages also have
their drawbacks compared to common formal lan-
guages: They are slightly harder to parse by a com-
puter, and they can easily be confused with full natural
language. However, these are just minor problems. A
real problem is the fact that CNL statements are much
harder to write than to read and understand. Different
solutions to this problem have been proposed and eval-
uated elsewhere [21,23,2,14,6].

Altogether, the presented work shows that con-
trolled natural language can potentially lead to user in-
terfaces that are easier and faster to understand than
interfaces based on common ontology languages. The
results justify the past efforts on designing CNLs for
the Semantic Web and should encourage future initia-
tives.
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